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ROME  CALL FOR AI ETHICS

Promotes “algor-ethics”, namely the ethical use of AI as defined by 
the following principles: 
o Transparency: in principle, AI systems must be explainable; 
o Inclusion: the needs of all human beings must be taken into 

consideration so that everyone can benefit and all individuals can 
be offered the best possible conditions to express themselves and 
develop; 

o Responsibility: those who design and deploy the use of AI must 
proceed with responsibility and transparency;

o Impartiality: do not create or act according to bias, thus 
safeguarding fairness and human dignity; 

o Reliability: AI systems must be able to work reliably; 
o Security and privacy: AI systems must work securely and respect 

the privacy of users. These principles are fundamental elements of 
good innovation

romecall.org/join-us



Movements toward an AI Bill of Rights

In the United States  . . . . 

https://www.whitehouse.gov/ostp/ai-bill-of-rights/



In Israel 

Israel’s Ministry of Innovation, Science and Technology’s has released:

‘Principles of regulatory policy and ethics in artificial intelligence – a 
public consultation’

https://www.gov.il/he/departments/news/most-news20223110


UNESCO

2021  . . . 


